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Abstract. This paper presents some unsupervised methods for detect-
ing semantic textual similarity, which are based on distributional models
and dependency parsing. The systems are evaluated using the dataset re-
alased by the ASSIN Shared Task co-located with PROPOR 2016. The
results do not improve the state-of-the-art for Portuguese language.

1 Introduction

Paraphrases are defined as pairs of sentences that convey the same or almost the
same information [4]. Paraphrase identification is then the task of recognizing
sentences (or small textual fragments) with approximately the same meaning
within a specific context. A similar task to paraphrasing is Semantic Textual
Similarity (STS), which measures the degree of semantic equivalence between
two chunks of texts. STS is beneficial for many NLP applications, ranging from
information retrieval to plagiarism detection. There has been proposed several
methods to STS: from unsupervised and resource-light approaches to supervised
and resource-intensive methods.

The objective of the paper is to describe and evaluate unsupervised methods
to STS based on distributional models and applied to Portuguese language. More
precisely, our aim is to compare resource-light with resource-intensive (syntactic-
based) unsupervised strategies for STS. Experiments will be carried out using the
dataset realesed at ASSIN Shared Task (Avaliação de Similaridade Semântica e
Inferência Textual, co-located with PROPOR 2016 [7].

The rest of the paper is organized as follows. In the next section (2), we
introduce the existing STS approaches for Portuguese. Then, Section 3 describes
three different unsupervised methods. In Section 4, we present and discuss the
results of our experiments; and, finally, in Section 5, our main conclusions and
future work are summarised.

2 Semantic Textual Similarity for Portuguese Language

STS is one of two tasks evaluated at the ASSIN (Avaliação de Similaridade
Semântica e de Inferência Textual) [7]. The other related subtask, textual infer-



ence, is beyond the scope of the current paper. The STS task consists of assign
a numerical value (from 1 to 5) to pairs of sentences, according to the degree of
similarity between them: the higher the value the most similar the sentences are.
Such a task was inspired by the SemEval Task 2 on Semantic Textual Similarity
[1, 2]. For the shared task on STS at SemEval 2016, 119 different systems were
submitted, which shows the enormous interest in this field.

Most systems at ASSIN (all except one) were based on supervised techniques.
The best team [13] used linear regression to train a classifier whose features are
cosine values representing the degree of similarity of each pair of sentences. Sen-
tences are represented in two different ways: vector addition of TF-IDF values
(each word in the sentence is a TF-IDF value), and vector addition of distri-
butional values, where each word is represented as a contex vector learnt using
neural network techniques Cosine similarities between these two types of repe-
sentations are the input of the basic classifier.

The second best system (and the best one on the European Portuguese
dataset) [6] trained a classifier based on regression models (namely, Kernel Ridge
Regression) with a greater number of features than the previous system, includ-
ing Edit distances between strings, size of the largest common substring, different
similarity metrics relying on occurrences and TF-IDF values. In total, the system
used more than 90 features.

The only unsupervised strategy at ASSIN is called Reciclagem and was pro-
posed by [3], who used just similarity metrics on the basis of semantic relations
extracted from external thesauri and lexical resources.

In the current paper, we will evaluate on the dataset provided by ASSIN
some unsupervised strategies mainly based on distributional models.

3 Unsupervised Semantic Textual Similarity

Three different unsupervised strategies are defined: the most basic one is just
based on distributional similarity and PoS tagging, while the rest of methods
rely on syntactic analysis and open information extraction techniques.

3.1 Distributional Similarity

A basic strategy to compute sentence similarity consists of adding up the simi-
larity scores of each pair of words appearing in the two compared sentences. Only
lexical words (nouns, verbs and adjectives) are considered. Cosine similarity is
computed by using pre-training word embeddings. The algorithm is the follow-
ing: take the shorter sentence and take the first lexical word in it, then compute
the cosine similarity between this word and all the lexical words in the longest
sentence and sum up the similarity values in order to get the lexical relevance of
the first word with regard to the longest one. Do the same for all the words of
the shortest sentence and divide the final score by the total number of words of
this sentence, so as to compute the average score. More formally, given a word
vector ws belonging to Us, where Us is the set of lexical word vectors of the



shortest sentence, the lexical relevance, LR, of ws given the longest sentence is
computed as follows:

LR(ws, Ul) =

L∑
wi∈Ul

Cosine(ws,wi) (1)

where Ul is the set of lexical word vectors of the longest sentence and L the
number of lexical words in that one. So, the final similarity score (DSim) for a
pair Us and Ul is the average of LR:

DSim(Us, Ul) =

∑S
wi∈Us

LR(ws, Ul)

S
(2)

where S is the number of lexical words in the shortest sentence. This strategy
also definitely does not encode order information.

3.2 Basic Proposition Extraction

DSim only considers lexical variations by identifying semantic relations at the
word level without considering word order and syntactic dependencies. In order
to consider such phenomena, we apply the previous similarity strategy (DSim)
to the basic propositions extracted from the sentences instead of applying them
directly on the whole sentences. Basic propositions are subject-verb-object rela-
tions identified by means of Open Information Extraction (OIE) techniques [5,
9]. Each sentence may contain several basic propositions. So proposition-based
similarity (BPROP) is just computed on the basis of words contained in the
extracted propositions.

3.3 Argument Structure

The last strategy is very similar to BPROP, but instead of extracting all possible
subject-verb-object relations, the goal is to identify the main argument struc-
ture of each sentence. We consider that the main argumentative structure of
each sentence is constituted by the root and its direct dependent arguments. So
argument-based similarity (ARGSTR) is computed on the basis of lexical words
contained in the skeleton structure extracted from the compared sentences.

4 Expermiments

To evaluate how well the strategies defined in the previous section are suited
to capture STS, we test them on the datasets provided by ASSIN shared task
[7]. Experiments were carried out with several publicly available pre-trained
semantic models, namely the syntax-based and trasparent distributional models
reported in [8].



The test dataset was processed with different modules of the multilingual
and open source suite, LinguaKit [10].3 More precisely, in order to implement
all the strategies described above, we used the PoS tagger module [12], the
dependency-based parser provided by LinguaKit [11], which was required for
ARGSTR strategy, and the OIE-based relation extractor module [9], required
for BPROP.

Systems European PT Brazilian PT Total

DSim 0.54 0.56 0.53
ARGSTR 0.27 0.22 0.24
BPROP 0.29 0.24 0.26

Reciclagem 0.53 0.59 0.54

Table 1. Scores (Pearson correlation) achieved by our three systems and the unsuper-
vised strategy (Reciclagem) submitted at ASSIN shared task.

Table 1 shows the scores, in terms of Pearson correlation, of the three strate-
gies defined above (DSim, ARGSTR, and BPROP) by using three STS lists of
sentences’ pairs: European Portuguese, Brazilian Portuguese, and the union of
both lists (Total). Each pair of sentence is assigned a value between 1 to 5, so
that the greater the value, the greater the similarity between the two sentences.
A system is evaluated by measuring the correlation between the annotated val-
ues and those provided by the system. The table also shows in the last row the
scores reached by the only unsupervised system, Reciclagem, submitted to ASSIN
Shared task. The best scores are reached by the most basic approaches: DSIM
and Reciclagem. Both approaches just rely on lemmatization and pre-existing
semantic resources: corpus-based distributional models (DSim) and external the-
sauri (Reciclagem). By contrast, the two strategies based on syntactic analysis
and open information extraction (ARGSTR and BPROP) return very disap-
pointing score values. Although an in-depth error analysis is needed, a surface
analysis of the results suggests that the syntactic errors made by the analyzer
are determinant.

5 Conclusions

Different unsupervised strategies for semantic textual similarity have been tested
and evaluated. The baseline method relying on just counting shared words and
similar ones clearly outperform more complex techniques enriched with syntactic
analysis and basic proposition extraction. In future work, we will analyze in detail
the type of errors made by the syntactic-based techniques in order proposes new
unsupervised strategies for STS. We will also test these techniques with datasets
oriented towards other types of tasks than the STS, for instance tasks aimed

3 https://github.com/citiususc/Linguakit



at identifying paragraphs or rephrases, which would be still more sensitive to
syntactic information.
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