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“[…] a collection of tasks ---or activities--- with coordination requirements among them.” 

- Wil van der Aalst 
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Process 

WHAT IS A PROCESS? 

EXAMPLE 

1. A teacher uploads an exercise 

2. A learner makes the exercise 

3. The teacher grades it 



 

 

“The automation of a business process, in whole or part, during which documents, 

information or tasks are passed from one participant to another for action, according to a set 

of procedural rules.”  

-Workflow Management Coalition 
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Workflow 

AND WHAT IS A WORKFLOW? 

EXAMPLE 

Upload 
activity 

Make 
exercise 

Grade 

1. A teacher uploads an exercise 

2. A learner makes the exercise 

3. The teacher grades it 



Provides useful information: 

 

 What is happening on a process. 

 How is that process being executed. 

 Who is involved in the execution of the process. 
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Workflow 



Issues 
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Workflow 

Check 
bibliography 

Ask forum 

Optional 
exercise 

What we think 
is going on 

 
What is actually 

happening 

Upload 
activity 

Make 
exercise 

Grade 

Upload 
activity 

Make 
exercise 

Grade 

Interact 
with other 

learners 

Need to be discovered 



 

The goal of process mining is to automatically discover the models that better fit 

the process, taking as a starting point the logs. 
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Process mining 

DEFINITION 

What is actually happening, and not what the people think it is 



 

 

 Completeness: model all the behavior shown in the log. 

 

 Precision: avoid overly general models. 

 

 Generalization: avoid overly precise models. 

 

 Simplicity: Occam's razor. 
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Process mining 

WE WANT MODELS WITH SOME CHARACTERISTICS… 



 

 

 Completeness: model all the behavior shown in the log. 

 

 Precision: avoid overly general models. 

 

 Generalization: avoid overly precise models. 

 

 Simplicity: Occam's razor. 
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Process mining 

WE WANT MODELS WITH SOME CHARACTERISTICS… 

Bias-variance tradeoff 



 

 

 Completeness: model all the behavior shown in the log. 

 

 Precision: avoid overly general models. 

 

 Generalization: avoid overly precise models. 

 

 Simplicity: Occam's razor. 
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Process mining 

WE WANT MODELS WITH SOME CHARACTERISTICS… 

Bias-variance tradeoff 



Spaghetti models 
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Process mining 



 

 

 Completeness: model all the behavior shown in the log. 

 

 Precision: avoid overly general models. 

 

 Generalization: avoid overly precise models. 

 

 Simplicity: Occam's razor. 

 

 Robust to noise 
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Process mining 

WE WANT MODELS WITH SOME CHARACTERISTICS… 

Bias-variance tradeoff 



 

 Abstraction based : Poor completeness 

 α-algorithm (and extensions) 

 

 Heuristics based: Cannot handle all the constructs at once 

 Heuristics Miner 

 

 Search based: Do not consider simplicity 

 Genetic Miner 

 

 Based theory of regions: Cannot handle noise and infrequent behavior 

 ILP 
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State of the art 



 

 

 

 

1. An algorithm that retrieves complete, precise and simple models. 

 

 

2. Robust to noise 

 

 

3. Application in different domains 
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Objectives 



 

 

 

 

1. An algorithm that retrieves complete, precise and simple models. 

 

 

2. Robust to noise 

 

 

3. Application in different domains 
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Objectives 



 

 

 

 

1. An algorithm that retrieves complete, precise and simple models. 

 

 

2. Robust to noise 

 

 

3. Applicable in different domains 
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Objectives 



 

 

 

1. ProDiGen 

 

2. SoftLearn 

 

3. Future work 

 

4. Publications 
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Index 



Genetic algorithm 

 Components: 

 Individuals: solutions.  

 

 Population: set of individuals. 
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ProDiGen 

Initialization End 

Selection 

Recombination 

Evaluation 

Replacement 

Evolutionary cycle 



Internal representation 

 

 Causal matrix: maps the input and output dependencies of each task. 

 

 

 

 

 

 

 
 

18 

ProDiGen 



Genetic algorithm 

 

 

 Initialization of each individual 

of the population 

 

 Based on a heuristics approach 

 Using the local information 

of the log. 

 Dependencies between tasks. 

19 

ProDiGen 

Initialization End 

Selection 

Recombination 

Evaluation 

Replacement 



Genetic algorithm 

 Binary tournament 

20 

ProDiGen 

Initialization End 

Selection 

Recombination 

Evaluation 

Replacement 



Genetic algorithm 

Generate new individuals. 

 

 

 Crossover: 

 Combine the characteristics 

of two parents into two offspring 

 

 

 

 Mutation: 

 Add or remove material 

form an individual. 
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ProDiGen 

Initialization End 

Selection 

Recombination 

Evaluation 

Replacement 



Crossover 

 

 

 

 Guided by a Probability Density Function  

generated from the errors. 
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ProDiGen 



Mutation 

 

 

 

 Guided by the causal dependencies  

of the log. 

 

 

 

 

 

23 

ProDiGen 



Evaluation 

 

 

 Each individual is evaluated with 

three objectives: 
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ProDiGen 

Initialization End 

Selection 

Recombination 

Evaluation 

Replacement 

Completeness 
 
Precision 
 
Simplicity 



Evaluation (i) – Completeness 

 

 Completeness 

 

 

 

 

 

where 
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ProDiGen 



Evaluation (ii) – Precision and simplicity 
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ProDiGen 

 Precision: 

 

 

 

 

 

 

 Simplicity: 

 

 

 

 

 

 

 

 



Evaluation (iii) - Fitness 

 

 

 

27 

ProDiGen 

          Hierarchical fitness function 

Completeness Precision Simplicity 



Genetic algorithm 
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ProDiGen 

Initialization End 

Selection 

Recombination 

Evaluation 

Replacement 

 

Update of the population 

 

 Steady-state process… 

 Combine and sort 

parents and offspring (2N) 

 

 The N best survive to the 

next cycle. 

 

 

 …with reinitialization: 

 If the best solution does not  

change 

 If there are not new individuals 

in the population 

 

 



Noise  – post-process 

 

 Post-processing of the best individual: arc-pruning 

 Remove those arcs used fewer than a certain threshold 
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ProDiGen 

WAIT…, AND WHAT ABOUT NOISE? 



Experimentation - Balanced logs 

 

 

 18 different models 

 

 Different degrees of complexity 

 

 Logs with several levels of noise: 

 

̶ 0% of noise 

̶ 1% of noise 

̶ 5% of noise 

̶ 10% of noise. 

̶ 20% of noise. 

 

 In total: 90 different logs 
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ProDiGen 



Experimentation - Unbalanced logs 

 

 

 21 different models 

 

 Models with many interleaving situations. 

 

 Models with many different traces and 

frequencies 

 

 In total: 21 different logs  
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ProDiGen 



Experimentation - Unbalanced logs 

 

 

 21 different models 

 

 Models with many interleaving situations. 

 

 Models with many different traces and 

frequencies 

 

 In total: 21 different logs  
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ProDiGen 

PRODIGEN HAS BEEN TESTED WITH 111 DIFFERENT LOGS 



Experimentation - Metrics (i) 

 Based on the original model: 

 

 Behavior similarity: 

 

 

 

 

 

 

 

 

 Similarity from the structural point of view: 
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ProDiGen  



Experimentation – Metrics (ii) 

 Based on the log: 

 

 Proper completion: percentage of correctly parsed traces. 

 

 

 Precision: how much behavior of the log is allowed by the model 

 

 

 

 

 Simplicity: Weighted place/transition node arc degree 
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ProDiGen 



Results on balanced logs (i) 
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ProDiGen  



Experimentation - Results on balanced logs (i) 
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ProDiGen  



Experimentation - Results on balanced logs (iii) 
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ProDiGen 



Results on unbalanced logs 
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ProDiGen  



Experimentation – Non-parametric tests 

 Friedman test and Holm post hoc test: 

 
̶ Balanced Logs    Unbalance Logs 
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ProDiGen 



 

 

 

 

 

 

 

 Evaluate learning paths from a virtual learning enviroment 

 

 Intuitive GUI to visualize: 

 The real learning path of the course 

 The learning content generated in the VLE 
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SoftLearn 

EDUCATION 

Complete 
    Precise 
   Simple 

Grade 



Framework 
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SoftLearn 



 

 

 

 Integrated in the virtual learning enviroment Elgg. 

 

 

 Used as evaluation software in the present course 13/14. 

 

 Tecnología Educativa, Departamento de Didáctica y Organización Escolar – 

USC 

 72 enrolled students. 
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SoftLearn 



 

 

1. Multi-objective algorithm. 

 

 

2. Generalization 

 

 

3. Conformance 

 

 

4. Other domains: Medicine (QUIRAV) 
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Future work 

SO, WHAT’S NEXT? 



 
1. Borja Vazquez-Barreiros, Manuel Mucientes, Manuel Lama: ProDiGen: Mining complete, 

precise, and minimal structure process models with a genetic algorithm. Information 

Sciences. (Under review) 

 JCR 3.64; Ranking 6/131 (Q1) in Computer Science, Information Systems 

 
 

 

1. Borja Vazquez-Barreiros, Manuel Lama, Manuel Mucientes, Juan C. Vidal: SoftLearn, a process 

mining platform for the discovery of learning paths. IEEE International Conference on 

Advanced Learning Technologies (ICALT 2014). (Accepted) 

 Ranking 8/58 in Computer Education 

 

2. A. Rodriguez, A. Gewerc, M. Lama, B. Vazquez-Barreiros, M. Mucientes: Using a learning 

analytics tool for evaluation in self-regulated learning. Frontiers in Education (FIE 2014) 

(Abstract accepted) 

 Ranking 7/58 in Computer Education 
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Publications 

JOURNALS 

CONFERENCES 
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