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1. Introduction

▪ Propose a method for automatically building polarity lexicons from corpora

▪ Investigate the effectiveness of the automatic construction of a sentiment 

lexicon using unsupervised machine learning classification to search for  extreme 

opinions.
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❑ Objectives



1. Introduction

▪ The Significant impact of Extreme Opinions in many fields such as industry, trade, 

political and social issues.

▪ Only about 5% of all opinions are in the most negative or the most positive level of 

the opinion scale,

▪ The construction of polarity lexicons is a strenuous and boring task if it is made 

manually.

▪ To the best of our knowledge, no sentiment analysis approach has considered the 

automatic identification and extraction of Extreme opinions
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❑ Motivations
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1. Introduction

Hypothetical continuous distribution of negative, neutral and positive 

views on a scale from 1 to 5, according to the borderline between stars.

❑ Motivations



1. Introduction
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❑ Sentiment Analysis(SA).



1. Introduction
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❑ Sentiment Polarity Classification



1. Introduction
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❑ Sentiment Polarity Classification.



2. Sentiment Lexicon Construction
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2. Sentiment Lexicon Construction

▪ First step 



2. Sentiment Lexicon Construction

▪ Second step 
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2. Sentiment Lexicon Construction

▪ Given a borderline value, B

,where N is the total number of categories



2. Sentiment Lexicon Construction
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❑ Sentiment Classification

3. Experiments and Evaluation



3. Experiments and Evaluation
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❑ Data Collection

Size of the five test datasets and the total number of reviews in each class the most 

negative Vs. Not most negative (MN vs. NMN ) and the most positive Vs. not most 

positive (MP vs. NMP) 



3. Experiments and Evaluation
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❑ Lexicons

Negative lexicons: total number of words (adjectives and adverbs) for each lexicon, and number 

of words for each class (MP and NMP) in each lexicon



3. Experiments and Evaluation
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Polarity classification results for all collections with SO-CAL ,SentiWords  and VERY-NEG lexicon, in terms of Precision 

(Pneg), Recall (Rneg) and F1neg scores for most negative (MN) and other (NMN) class of documents.



3. Experiments and Evaluation

The best performance (F1neg) 

obtained by all lexicons on all 

datasets for identifying most 

negative documents (MN vs NMN).



3. Experiments and Evaluation
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Polarity classification results for all collections with SO-CAL ,SentiWords and VERY-POS lexicon, in terms of 

Precision (Ppos), Recall (Rpos) and F1pos scores for most positive (MP) and other (NMP) class of documents.



3. Experiments and Evaluation

The best performance (F1pos) 

obtained by all lexicons on all 

datasets for identifying the 

most positive documents.



4. Conclusion and Discussion   
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• Method to  automatically build a lexicon of extremely negative and positive words from 

labeled corpora.

• Put the stress on the extreme opinions because of their importance in various fields.

• Our classification algorithm is based on the very basic word-matching scheme to 

perform unsupervised sentiment analysis.

• Our automatically built lexicons have been fairly compared with handcrafted lexicons, 

by taking into account some partitions of them.

• The results of the experiments show that our lexicons are better suited for identifying 

the extreme opinions than two well-known resources: SO-CALL and SentiWords (a 

version of SentiWordNet).
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❑ Conclusion
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4. Conclusion and Discussion   

• The borderline between very negative and not very negative or very positive and not very positive is 

still more difficult to find than that discriminating between positive and negative opinions.

• We made an exhaustive study of the effectiveness of linguistic features in supervised machine learning 

classification to search for the most negative opinions. The experiments we reported on that work 

showed low performance for all configuration systems. This means that the task of searching for 

extreme opinions is very challenging even for supervised strategies.

❑ Difficulties and challenges.



Thank you for your attention 

citius.usc.es

23


