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Abstract—Extreme learning machine (ELM) is an efficient
learning algorithm that has been recently applied to hyperspec-
tral image classification. In this paper, the first implementation of
the ELM algorithm fully developed for graphical processing unit
(GPU) is presented. ELM can be expressed in terms of matrix
operations so as to take advantage of the single instruction mul-
tiple data (SIMD) computing paradigm of the GPU architecture.
Additionally, several techniques like the use of ensembles, a spa-
tial regularization algorithm, and a spectral–spatial classification
scheme are applied and projected to GPU in order to improve the
accuracy results of the ELM classifier. In the last case, the spatial
processing is based on the segmentation of the hyperspectral image
through a watershed transform. The experiments are performed
on remote sensing data for land cover applications achieving com-
petitive accuracy results compared to analogous support vector
machine (SVM) strategies with significantly lower execution times.
The best accuracy results are obtained with the spectral–spatial
scheme based on applying watershed and a spatially regularized
ELM.

Index Terms—Compute unified device architecture (CUDA),
extreme learning machine, graphical processing unit (GPU),
hyperspectral images, remote sensing, spectral–spatial classifica-
tion, support vector machine (SVM), watershed.

I. EFFICIENT ELM-BASED CLASSIFICATION

OF HYPERSPECTRAL DATASETS

N OWADAYS, hyperspectral datasets are readily available
thanks to the recent advances in sensor technology [1],

[2]. These datasets provide information on hundreds of spectral
bands at different wavelengths for each pixel, allowing to dis-
criminate among different physical materials and objects. This
work focuses on classification applied to land cover hyperspec-
tral images and computed on commodity GPU platforms.

Supervised classification methods like support vector
machine (SVM) [3] or extreme learning machine (ELM) [4]
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are suitable to deal with all the information available in these
datasets. Additionally, ELM is a suitable algorithm to be imple-
mented on commodity GPUs and other parallel architectures
because the required operations are mostly matrix operations
that can be computed in independent blocks, i.e., without data
dependencies among them.

Different ELM-based techniques have been proposed: online
sequential ELM, incremental ELM, pruned ELM [4], ker-
nel ELM [5], or direct kernel perceptron (DKP) [6]. Another
approach consists in the use of ensembles, combining the
results obtained by different ELM classifiers [7], [8] or by the
same classifier with different training datasets [9]. The well-
known techniques Bagging and AdaBoost can also be applied
to deal with ensembles of ELM [10]. ELM has been recently
used in remote sensing [11]–[15] and slightly improves SVM
results.

In general, the accuracy of the classification of hyperspec-
tral datasets is improved when spatial information is considered
[16]. The most widely used methods introducing spatial infor-
mation consist in carrying out a segmentation of the image
generated through unsupervised methods like partitional clus-
tering [17] or watershed [18]. Spatial information can also
be added through a spatial denoising based on wavelets and
partial differential equations [19], or by a data fusion pro-
cess performed via kernels methods [20], [21]. Other works
consider mathematical morphology [22] and use the morpho-
logical information as an input to other processing stages [23].
Principal component analysis (PCA) is computed in [24] to
build the morphological profiles. Independent component anal-
ysis (ICA) can also be used as an input to later processing
stages. For instance, Dalla Mura et al. [25] use ICA as a pre-
processing tool for a later spectral–spatial classification using
extended morphological attribute profiles and SVM. Another
approach consists in the use of multihypothesis prediction to
achieve less intraclass variability and greater spatial regularity
[26]. Furthermore, a spatial regularization based on the neigh-
borhood can be added after the spectral classification [13] or at
the end of the spatial–spectral processing [15].

Regarding computing platforms for a computationally effi-
cient hyperspectral processing, commodity GPUs have been
demonstrated to be appropriate. Recent works have explored
how well-known algorithms like SVM [27], the maximum like-
lihood classifier (MLC) [28], or the automatic target detection
and classification algorithm (ATDCA) [29] can be adapted
to this kind of SIMD architectures. GPUs were also consid-
ered to optimize other hyperspectral image related problems
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like parallel unmixing [30], target identification [31], or unsu-
pervised band selection [32] achieving also good results. van
Heeswijk et al. [33] develop a GPU implementation of some
parts of a classification scheme based on ensembles of ELM;
however, a complete and efficient GPU implementation of ELM
to classify hyperspectral images has not been developed until
now.

In this work, the first complete GPU implementation of
the ELM algorithm is presented and applied to hyperspectral
remote sensing images for land cover purposes. Additionally,
several techniques to improve the results of the raw ELM classi-
fier are implemented on GPU. We also adopt a spectral–spatial
classification scheme for hyperspectral images based on the use
of a pixelwise spectral classifier (ELM) and a spatial segmen-
tation process by watershed applied to the result of a robust
color morphogical gradient (RCMG). This gradient reduces the
dataset to one band. Finally, a majority vote (MV) process is
used to combine the spatial and spectral results obtaining the
classification results [18].

The remaining sections of this paper are organized as fol-
lows: Sections II-A and II-B introduce the ELM algorithm as
well as a version based on applying ensembles. Section II-C
presents a spatially regularized version of the ELM, while
Section II-D explains the spectral–spatial classification scheme.
Section III details the GPU implementations of the algorithms.
The experimental results are discussed in Section IV. Finally,
the conclusion is summarized in Section V.

II. ELM-BASED SPECTRAL–SPATIAL CLASSIFICATION

OF HYPERSPECTRAL IMAGES

This section introduces the ELM algorithm and different
variants used to improve the accuracy results. Their GPU
implementations will be studied in Section III.

A. ELM-Based Classification Algorithms

The raw pixelwise ELM algorithm was proposed as an effi-
cient learning algorithm for single-hidden layer feedforward
neural networks (SLFNs) [34]. Fig. 1 shows the structure of an
SLFN. The output function of an SLFN with L hidden nodes,
being x the input vector, can be written as

fL(x) =

L∑
i=1

βiG(ai, bi,x), x ∈ R
d, βi ∈ R

m (1)

where G(ai, bi,x) denotes the output function of the ith hidden
node, being ai, bi the hidden node parameters and βi the weight
vector connecting the ith hidden node to the output nodes. For
the case of additive nodes with activation function g, it can be
expressed as

G(ai, bi,x) = g(ai · x+ bi), ai ∈ R
d, bi ∈ R. (2)

An SLFN with L hidden nodes can approximate N arbi-
trary distinct samples and targets (xi, ti) ∈ R

d × R
m, if the

following equation system can be solved:

Hβ = T (3)

Fig. 1. SLFN as used by ELM.

Fig. 2. ELM training algorithm.

where

H =

⎡
⎢⎣
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⎤
⎥⎦ =

⎡
⎢⎣
G(a1, b1,x1) . . . G(aL, bL,x1)

... . . .
...

G(a1, b1,xN ) . . . G(aL, bL,xN )

⎤
⎥⎦
N×L

(4)

β =

⎡
⎢⎣
βT
1
...

βT
L

⎤
⎥⎦
L×N

and T =

⎡
⎢⎣

t1
T

...
tN

T

⎤
⎥⎦
N×m

. (5)

H is called the hidden layer output matrix of the neural net-
work. Huang et al. [4] and [35] have proved that once they are
randomly generated, the hidden node parameters (ai, bi) can
remain fixed and training an SLFN is equivalent to finding a
least-squares solution β̂ of the linear system Hβ = T, i.e.,

β̂ = H†T (6)

where H† is the Moore–Penrose generalized inverse of matrix
H [36].

So, ELM can be summarized as shown in Fig. 2 [4], [35]. As
it was stated in [5], ELM requires less human intervention than
SVM because a single parameter, the number of neurons in the
hidden layer, needs to be optimized, since all the other param-
eters are randomly initialized. In addition, ELM has better
scalability and it runs at much faster learning speed than SVM.

B. Voting-Based ELM

An approach based on ensembles [7]–[10], [15], [33] com-
putes a number of independent ELMs with the same number of
hidden nodes and the same activation function in each hidden
node and combines the results obtained by the different clas-
sifiers. The individual ELMs are randomly and independently
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Fig. 3. Example of spatial regularization applied to a classification map.

Fig. 4. Spectral–spatial classification scheme. (I) Spectral stage; (II–III) spatial
stage; and (IV) combination stage.

initialized. The individual classification results are combined
using a simple method called majority vote [37].

C. Spatially Regularized ELM

This postprocessing technique introduces spatial informa-
tion of the closest neighborhood of a pixel to the classification
map. It is specially helpful, as shown in Fig. 3, to remove
disconnected points, which are commonly misclassified, and
to smooth the edges among classes, solving the classification
accuracy problem frequently present in these areas. Once the
pixelwise classification map is generated, an iterative process
starts where each pixel checks the class label of its neighbors
and all the pixels do it simultaneously. If more than half of the
neighbors share the same label, and this label is different from
that of the pixel, the pixel updates his own class. This process
lasts until stability is reached, i.e., until there are no changes
between two consecutive iterations in any of the pixels [13].

D. ELM-Based Spectral–Spatial Classification Scheme

An efficient approach to integrate both the spectral and spa-
tial information could follow the scheme presented in Fig. 4
and illustrated in Fig. 5. On the one hand, a classification map
is produced through a pixelwise classifier. On the other hand,
a segmentation map is created from a one-band image gener-
ated through a gradient calculation. Finally, spectral and spatial
results are combined.

Fig. 5. Spectral–spatial classification scheme.

Different versions of this scheme using SVM [27], and
ELM [13] as pixelwise classifiers have been proposed. In this
work, the ELM-based scheme of [13] is projected to efficient
execution on GPU. Additionally, spatial regularization is also
applied to the classification map generated by the ELM before
combining it with the segmentation map. The segmentation is
calculated through an asynchronous watershed algorithm ade-
quate for its implementation on GPU that we call cellular
automaton watershed (CA-Watershed) [38].

At the end of the process, spectral and spatial results are com-
bined through an MV process in which every pixel inside a
watershed region is assigned to the most repeated class assigned
by the pixelwise classifier within the pixels in the region.

III. SPECTRAL–SPATIAL HYPERSPECTRAL IMAGE

CLASSIFICATION IN GPU

In this section we introduce some compute unified device
architecture (CUDA) programming fundamentals as well as
the implementation in GPU of the algorithms proposed in
Section II. The MAGMA library [39] is used to achieve opti-
mal GPU linear algebra operations since this library has proven
to be more efficient than others like CUBLAS [39], [40].

A. CUDA GPU Programming Fundamentals

CUDA is a combination hardware/software platform that
enables NVIDIA GPUs to execute programs invoking parallel
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functions called kernels that execute across many parallel
threads [41]. These threads are organized into blocks so that
each thread executes an instance of the kernel following a sin-
gle instruction multiple data (SIMD) programming model. The
blocks are arranged in a grid that is mapped to a hierarchy of
CUDA cores in the GPU.

Threads can access data from multiple memory spaces. First,
each thread has a private local memory and registers. Each
block of threads has a shared memory visible, exclusively, to the
threads within this block and whose lifetime equals the block
lifetime. Finally, all threads access the same global memory
space (DRAM) which is persistent across kernel launches by
the same application. The lower the memory level, the faster the
read/write access to the data. Shared memory lifetime makes
it difficult to share data among thread blocks thus it implies
the use of global memory whose access is slower than shared
memory access.

The Kepler architecture [41] includes a two-level cache hier-
archy. There are 64 KB of on-chip memory for each streaming
multiprocessor (SMX), which can be configured as half each for
the shared memory and the L1 cache, 48 KB of shared memory
and 16 KB of L1 cache or vice versa. There is also a unified L2
cache of 1536 KB that is shared among all the SMX units.

Different performance optimization strategies have been
applied in this work.

1) Maximize parallel execution. It is important to organize
the algorithm in computational blocks that can be exe-
cuted independently minimizing communications among
them.

2) Improve the efficiency in the use of the memory hierar-
chy. It is essential to perform the maximum number of
computations on data already stored in shared memory.
This strategy is applied in the RCMG and CA-Watershed
algorithms.

3) Exploit the available optimized CUDA libraries. The
main stages of the ELM algorithm implementation take
advantage of these tools.

4) Add a border to the data regions. Thus, in the gradient
and segmentation stages, processing each pixel requires
data from its neighbors, each data region is extended with
a border of size one in order to minimize dependencies
and contribute to point 1.

B. ELM-Based Classification in GPU

In this section, we describe the GPU implementation of
the ELM algorithm introduced in Section II-A. The algorithm
has three main phases: preprocessing, training, and test. The
pseudocode in Fig. 6 shows the algorithm that has been imple-
mented, including host and device codes. The kernels executed
in GPU are placed between <> symbols. The pseudocode also
includes the GM and SM acronyms to indicate kernels executed
in global memory and shared memory, respectively.

First, all the data are scaled in the range [0 : 1] (line 1 in
the pseudocode). The pixels (pixel vectors) of each dataset are
randomly distributed between two nonoverlapping sets: train-
ing and test. These two sets are stored in matrices Xtrain and
Xtest, respectively, where each row represents a sample and

Fig. 6. Pseudocode for the ELM algorithm [stage (I) in Fig. 4].

each column a spectral band (lines 2 and 3 in the pseudocode).
Data matrices are converted to column major format in order
to be used by the MAGMA library (line 4 in the pseudocode).
The ground truth labels are also split into two target matrices,
Ttrain, which is used during the learning phase, and Ttest,
which will be used to check the accuracy results. Finally, the
training and test target matrices are processed so that each row
represents a sample and each column a class, where a value of
1 indicates membership to a class and a value of −1 is assigned
otherwise (line 5 in the pseudocode). The preprocessing phase
is computed in CPU and the results are stored in the global
memory of the GPU. All the remaining steps will be computed
in GPU.

The training phase starts by generating random weights and
biases (line 6 in the pseudocode). The weights matrix must have
values in the range [−1 : 1], being its dimensions the number
of neurons in the hidden layer and the number of input neu-
rons (equal to the spectral band number). The bias vector will
have values in the range [0 : 1] and a size equal to the num-
ber of neurons in the hidden layer. These two matrices are
then stored in the global memory before calculating the hid-
den layer output matrix H. To do this, we first multiply the
transpose of the weights matrix by the training matrix, then
we add the bias vector to the result and, finally, we apply an
activation function to each element of the matrix [lines 7–9 in
the pseudocode corresponding to (2)]. In our case, a sigmoid
function (g(x) = 1/(1 + e−x)) is applied through a CUDA ker-
nel with each thread operating over a single element of the
matrix. The final training step consists in calculating the out-
put weights multiplying the transpose of the pseudoinverse of
matrix H by the training targets matrix [line 11 in the pseu-
docode corresponding to (6)]. The steps to efficiently calculate
the pseudoinverse of a matrix will be explained below.

The test phase (lines 12–16 in the pseudocode) starts by
multiplying the transpose of the previously generated weights
matrix by the data matrix Xtest. Then, the bias vector is added
and the activation function is applied just like in the train-
ing phase to obtain the test hidden layer matrix H. These
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operations are analogous to those of lines 7–9 in the training
phase. Afterward, the output matrix Y is calculated multiply-
ing HT by the output weights matrix β obtained in the training
phase. Finally, the estimated output label Ti is calculated as the
class c that maximizes Yi for each sample

T̂i = argmax
c=1,...,C

Yi,c. (7)

1) Efficient GPU Computation of the Moore–Penrose
Inverse of a Matrix: The calculation of the pseudoinverse of
a matrix is the most computationally costly operation in the
training phase (line 11 in the pseudocode). We implement it
as described in [36] to run it efficiently in CUDA using the
MAGMA library.

We first check the dimensions of the input H matrix in order
to know whether the number of rows is smaller than the number
of columns. If this is the case, we use MAGMA to compute
a matrix A as the multiplication of the original matrix by its
transpose, otherwise we compute A as the multiplication of the
transpose matrix by the original matrix. This operation ensures
that A is a symmetric positive definite matrix.

The next step consists in calculating the Cholesky factoriza-
tion of A with the MAGMA dpotrf function and then applying
a kernel to nullify the upper triangle of the factorized matrix
obtaining matrix L. Unlike the other steps, this last kernel is
launched in global memory.

Afterward, an M matrix is calculated multiplying LT by
L and then computing the inverse of this matrix using the
MAGMA dgetrf and dgetri functions.

Finally, once all of these matrices have been calculated,
we obtain the inverse of the original H matrix through a set
of consecutive multiplications computed using the MAGMA
dgemm function. If the dimension check of the H matrix at
start resulted in that the row number is lower than the column
number, we compute H† as

H† = HT × L×M×M× LT (8)

otherwise we compute

H† = L×M×M× LT ×HT . (9)

C. Voting-Based ELM GPU Implementation

The voting algorithm used in this work comprises a set of
independent ELMs whose outputs are stored in a matrix. After
all the computations we will obtain an N by C matrix (being N
the number of pixels and C the number of classes in the dataset)
with the vote of each ELM for every pixel of the image. A sim-
ilar use of ensembles in CPU is [8]. In the MV phase on GPU,
the final label is calculated as the most repeated output value
produced by the different ELMs for the sample. A CUDA ker-
nel is launched and computed in global memory where each
thread computes the MV for one pixel of the image.

D. GPU Projection of the Spatially Regularized ELM

This postprocessing technique compares the label of each
pixel to that of its neighbors. It is computed by a single ker-
nel that is executed as many times as it takes to reach stability.

Fig. 7. Pseudocode for the RCMG kernel (shared memory) corresponding to
stage (II) in Fig. 4.

The kernel is launched in bidimensional blocks of threads cov-
ering the entire classification map in each call. Each pixel of the
image is processed by a thread.

E. Efficient GPU Processing of the Classification Scheme

In the spectral–spatial classification, a pipeline processing
scheme is applied in GPU to combine the different stages of
the algorithm reducing data movement through global memory.

1) RCMG GPU Implementation: The gradient calculation
is divided into two steps whose pseudocode is introduced in
Fig. 7 [42]. First, for all the pixel vectors, the threads within
the same block cooperate to calculate the distances of the set χ.
For each region, data are stored in row-major order for each
band. The kernel is configured to work in two-dimensional (2-
D) thread blocks. Threads within a block process a region of
each spectral band in a sequentially processed loop through all
the bands. In each iteration, data corresponding to a new band
are loaded in shared memory (line 2 in the pseudocode of Fig. 7)
and the partial results are computed and stored (loop in lines 3–
5). When the outer loop is finished (lines 1–7), all the distances
for each pixel are available in shared memory.

In the second step, each thread finds the maximum of the dis-
tances of its set χ (line 8) and the corresponding pair of pixels
which generated the maximum (line 9). Once the two farthest
pixel vectors are identified and removed, each thread computes
the RCMG with the remaining distances (line 10) and writes
the result in the global memory of the device (line 11).

2) GPU Implementation of the CA-Watershed: The seg-
mentation map is calculated through the CA-Watershed algo-
rithm [38]. The input data to this algorithm are directly the
output obtained by the RCMG. The CA-Watershed can be asyn-
chronously implemented, which is up to five times faster than
the CUDA synchronous implementation [43]. The implemen-
tation includes intra-block asynchronous updates computed in
shared memory and inter-block synchronous updates computed
in global memory to efficiently deal with the fact that the cel-
lular automaton (CA) algorithm needs data of the neighbors of
each pixel. This implementation has the advantage of reusing
information within a block to efficiently exploit the shared and
cache memories of the device.
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Fig. 8. Pseudocode for the host and device asynchronous CA-Watershed
scheme corresponding to the stage (III) in Fig. 4.

Fig. 9. Pseudocode for the asynchronous updating kernel corresponding to the
intra-block updating stage (line 3 in Fig. 8).

Fig. 10. Pseudocode for the MV corresponding to stage (IV) in Fig. 4.

The algorithm used (a pseudocode of the algorithm is shown
in Figs. 8 and 9), as further described in [38], comprises two
kernels implementing the initialization and updating stages of
the CA-Watershed which are configured to work in 2-D thread
blocks operating in same-size pixel regions of the image. The
updating stage is an iterative process that lasts until no modi-
fications are made to the available data inside the region (lines
2–5 in Fig. 8). This implementation generates a segmentation
map where the pixels are connected so that every pixel in the
same region has the same label.

3) MV GPU Implementation: In the spectral–spatial
scheme, the MV processes the pixels within each segmented
region. In this implementation, a region can be assigned to
different thread blocks as long as all the pixels belonging to the
same region are connected.

A MV per watershed region is needed. As the number of
regions is unknown beforehand, they are counted before the
voting step (line 1 in Fig. 10). Afterward, a 2-D data structure is
allocated in global memory whose dimensions are the number
of watershed regions and the number of spectral classes.

The MV algorithm consists of three steps: voting, winner,
and updating that are listed in Fig. 10. In the first step (line 2),
for each watershed region the number of pixels for each class

is counted. In the voting kernel, the voting is done by atomic
operations where each thread adds one vote to the appropri-
ate class in the region as more than one thread can vote in the
same region to the same class with no predictable order. Then,
the winner step finds the most repeated class inside each region
(line 3). Finally, the updating kernel assigns all the pixels inside
a region to the winning classes producing a new spectral–spatial
classification map (line 4). Each step is performed by a sepa-
rate kernel configured to work in one-dimensional (1-D) blocks
of threads. In the first and third step kernels (lines 2 and 4),
one thread operates on one pixel, while in the second one each
thread operates on the information collected for one region of
the segmentation map.

IV. REMOTE SENSING CLASSIFICATION RESULTS

This section is intended to show the experimental results
obtained by the ELM classifier in GPU as well as the different
variations used to improve the accuracy results that have been
previously presented. First, the experimental conditions will be
described in Section IV-A. Then, the pixelwise ELM results will
be detailed in Section IV-B. Finally, Section IV-C is devoted to
the spectral–spatial scheme.

A. Hyperspectral Dataset and Experimental Conditions

The proposed algorithms have been evaluated on a PC with a
quad-core Intel Core i5-3470 at 3.20 GHz and 8 GB of RAM.
The code has been compiled using the gcc 4.6.3 version with
OpenMP 3.0 support under Linux. Regarding the GPU imple-
mentation, CUDA codes run on an NVIDIA GeForce GTX
Titan with 14 SMXs and 192 CUDA cores each. The CUDA
code has been compiled using nvcc with version 5.5 of the
toolkit under Linux.

The accuracy results are expressed in terms of overall accu-
racy (OA), average accuracy (AA), and kappa coefficient [44].
We provide the average and standard deviation of one hun-
dred independent executions for all the previously introduced
metrics. The performance results are expressed in terms of
execution times and speedups compared to an OpenMP CPU
optimized version of the algorithms parallelized using four
threads and whose algebra operations are accelerated with the
LAPACK library [45]. For comparison purposes, the accuracies
of the ELM scheme are compared to the SVM results available
in [17], [18], and [46]. Regarding performance, the speedups
of the ELM implementations are also calculated comparing to
an SVM implementation with the parameter values and num-
ber of training samples taken from [46] to [47]. This SVM
implementation is an optimized version of [27] using OpenMP
and CUDA for the CPU and GPU implementations, respec-
tively, in the classification stage. In [27], the execution times
were obtained by using publicly available libraries for both the
training and the classification stages. The parameters chosen for
ELM will be described in the next section.1

The tests were run on three hyperspectral airborne datasets
[48]. A 103-band ROSIS image of the University of Pavia

1[Online]. Available: http://wiki.citius.usc.es/software/gpu-elm-rs
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TABLE I
CLASSIFICATION ACCURACY AS PERCENTAGES (AND STANDARD

DEVIATIONS BETWEEN BRACKETS)

The ELMs contained 500, 950, and 350 nodes in the hidden layer, respectively.

(Pavia Univ.) with a spatial dimension of 610× 340 pixels,
a 220-band AVIRIS image of 145× 145 pixels taken over
Northwest Indiana (Indian Pines), and a 204-band AVIRIS
image of 512× 217 pixels taken over the Salinas Valley,
California (Salinas).

B. ELM-Based Classification Results

We compare two different GPU optimized configurations
using ELM.

1) A single ELM trained with 200 samples for each class
(ELM).

2) A V-ELM comprising 8 ELMs trained with 200 samples
for each class for each one of the ELMs, so that each ELM
is the same as in the first configuration (V-ELM-1).

The number of training samples for the ELM is 200 per class,
or half the number of samples in the class if there are not
enough samples. These samples are randomly chosen and all
the remaining samples are used for test. The number of hidden
layer neurons employed is 500 for Pavia Univ., 950 for Indian
Pines, and 350 for Salinas in all the cases [13].

Table I shows accuracy results for the images in terms of
OA, AA, and kappa. The best results are highlighted in bold in
the table. The first thing to highlight is that both configurations
obtain acceptable accuracy results, being slightly better than the
SVM for the three datasets.

For the Pavia Univ. image, the V-ELM-1 configuration
clearly improves on the ELM configuration in terms of accuracy
results while for the Indian Pines and Salinas images both con-
figurations obtain similar results, being the ELM configuration
only slightly better. Finally, it is worth noting than the standard
deviation values remain low in all the cases. Fig. 11 shows the
ground truths and false color classification maps obtained by
the ELM algorithm.

The performance results in terms of execution times and
speedups calculated over the OpenMP multicore implemen-
tations are detailed in Table II. It has been observed in the
experiments that the V-ELM-1 configuration provides more sta-
ble accuracy results than a single ELM at the cost of slightly
higher execution times.

The speedups of the ELM as compared to the SVM in both,
the CPU and GPU architectures, are shown in Table III. For
the three images, the single ELM configuration is faster than
SVM, achieving, for the Pavia Univ. image, a speedup of 8.8×
in CPU and 8.4× in GPU. The V-ELM-1 configuration is more
adequate when the dataset size is large because otherwise (as in

Fig. 11. (a–c) Ground truths and (d–f) classification maps for the (a and d)
Pavia Univ.; (b and d) Indian Pines; and (c and f) Salinas images.

TABLE II
PERFORMANCE RESULTS

TABLE III
SPEEDUPS AGAINST SVM

the case of Indian Pines) there are not enough samples to take
advantage of the voting to improve accuracy results.

Summarizing, on the one hand, for the remote sensing
datasets considered the raw ELM algorithm described in this
paper is significantly faster than SVM and, on the other hand,
the V-ELM-1 algorithm always approaches or improves the raw
ELM accuracy although it requires a higher number of training
samples. This last one is a good configuration if we want to
prioritize execution times.

C. Spectral–Spatial Classification Results

In this section, the experimental results obtained by the appli-
cation of the spectral–spatial classification scheme introduced
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TABLE IV
CLASSIFICATION ACCURACY AS PERCENTAGES (AND STANDARD DEVIATIONS BETWEEN BRACKETS)

“reg” indicates that the pixelwise classifier was spatially regularized.
“wat” indicates spatial processing by watershed.
“con(x)” indicates connectivity of “x” neighbors.

Fig. 12. Spectral–spatial phases for the Pavia Univ. image. (a) ELM; (b) Spatial regularization; (c) RCMG; (d) Watershed; and (e) MV.

Fig. 13. Spectral–spatial phases for the Indian Pines image. (a) ELM; (b) Spatial regularization; (c) RCMG; (d) Watershed; and (e) MV.

in Fig. 5 are shown. The impact of spatial regularization over
an ELM classification map is also studied.

The classification accuracy of the proposed method is com-
pared to results published in the literature, as the pixel-
wise spectral classification by an SVM, spatial regularization
(SVM+reg) [17], and the similar spectral–spatial schemes
based on segmentation (SVM+wat) [18] and (SVM+EM)
[17]. In addition, the combination of segmentation and spa-
tial regularization (SVM+EM+reg) [17] is also included in the
results. SVM+wat denotes that the segmentation map of the

spectral–spatial scheme is created by watershed, and SVM+EM
the same but using expectation maximization (EM) [49] for
segmentation by partitional clustering. In all the schemes,
the spectral–spatial information is combined by the major-
ity vote algorithm within each segmented region. The spa-
tial regularization of SVM+reg and SVM+EM+reg is done
using Chamfer connectivities of eight and sixteen neigh-
bors [17]. Results for another work based on ensembles of
ELM and a similar spectral–spatial scheme (V-ELM) are also
included [15].
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TABLE V
PERFORMANCE RESULTS OF THE SPECTRAL–SPATIAL SCHEME BASED ON

ELM (ELM+REG+WAT CON(8))

Table IV shows the accuracy obtained using the developed
classification scheme (best results for each dataset in bold).
Results from the literature obtained using an SVM pixelwise
classifier are also included for comparison purposes.

As it can be observed in Table IV, the ELM-based strategy
obtains better results for the three datasets. Therefore, it can be
stated that in accuracy terms ELM is suitable to replace SVM in
this spectral–spatial scheme. The connectivity of eight neigh-
bors, as expected, improves the results of the four neighbors
one. Table IV also shows that the spatially regularized con-
figurations always give better results. It is worth noting that
the spectral–spatial scheme using a spatially regularized ELM
[ELM+reg+wat con(8)] requires less computation time that the
one based in ensembles of ELM [V-ELM-1+reg+wat con(8)]
but achieves better results.

Figs. 12 and 13 show the results of the spectral–spatial
scheme using a spatially regularized ELM [ELM+reg+wat
con(8)] for the Pavia Univ. and Indian Pines datasets, respec-
tively, while performance results are detailed in Table V. For
all the datasets, the GPU implementation improves the CPU
implementation achieving speedups up to 5.9×. It can also be
noticed that the larger the number of pixel vectors in the dataset,
the better the speedup. This is due to, specially, the ELM and
watershed phases, that achieve better speedup when the dataset
is larger in the spatial domain as it can be observed in Table V.

V. CONCLUSION

In this paper, the first complete CUDA GPU implemen-
tation of the ELM algorithm to efficiently classify remote
sensing hyperspectral datasets is presented. Different ELM-
based variations designed to improve the accuracy results are
also explored. The GPU implementation takes advantage of the
thousands of threads available, using shared memory to make
an effective use of the memory hierarchy, and exploiting a linear
algebra library in order to take advantage of the GPU architec-
ture. First, we have explored the performance of a raw-ELM
pixelwise classification. A ensemble configuration was also
considered to achieve better classification accuracies as well
as a spatially regularized version of the algorithm. Finally, we
have studied the results of incorporating the ELM to a spectral–
spatial classification scheme. A comparison to similar schemes
based on SVM was also performed.

In accuracy terms, the spectral–spatial scheme using a
spatially regularized ELM [ELM+reg+wat con(8)] has been
confirmed as a good candidate for the classification of hyper-
spectral datasets applied to remote sensing. In our experiments,
accuracy results up to ten percentage points better than a raw
ELM were achieved. The best accuracy result was 96.66% for
the Pavia Univ. image.

Results have shown that commodity GPUs are good candi-
dates to reduce computation times in order to achieve real-time
hyperspectral processing. For the ELM+reg+wat con(8) con-
figuration, an execution time of 0.4870 seconds in GPU and
a speedup of 5.9× compared to an OpenMP multicore CPU
classification were achieved for the Pavia Univ. image.
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