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1 Introduction

Distance education history starts almost two centuries ago with postal services [1]. With the advent of Internet, significant changes have occurred, and the use of on-line distance learning (e-Learning in short) platforms has exponentially grown. These virtual learning environments (VLE) eliminate the physical distance between learners and courses, thus facilitating and favouring enrollments. In addition to online teaching material, VLEs provide a set of synchronous and asynchronous study assistance tools, such as chat, video lessons, forums, wikis, messaging systems, emails, etc. In these environments, the students’ learning behaviour could be described by their interactions with the platform: the number of times that one student has visited the main page, the number of messages she has exchanged with the professors, the number of extra resources that have been uploaded, and so on. The observation of the students’ learning behaviour could be used to suggest adaptive feedback, customized assessment, and more personalized attention [2].

Learning analytics on historic VLE activity data, allow to predict students’ failure or success, and they are commonly used to improve student retention [3]. More in general, in educational data mining field, machine learning techniques are used to discover hidden patterns. In literature, several studies have been conducted with different aims: to define the learners’ skills [4], to define a big data architecture for supporting learning analytics [5], to visualize the interactions among students [6], to predict students’ performance [7–9], to measure students’ satisfaction [10] or to manage the big quantity of data coming from student-VLE interactions [11].

Even though current Artificial Intelligence (AI) tools have proved to be ready for finding out valuable knowledge in the context of learning analytics, their effectiveness for decision-making support is still limited by a lack of explanation ability. Getting effective explanations is becoming more and more important in social sciences [12]. In applications such as e-Learning where the interaction between humans and AI systems is a main concern, there is a need of Explainable
AI (XAI in short) systems [13]. Providing students with explanations in relation with their learning activities is expected to be highly appreciated and to contribute to get better students’ satisfaction and qualifications. Moreover, XAI systems may help teachers and managers when designing courses and contents.

In this paper, we describe the use of ExpliClas [14], a web service ready to provide users with multimodal (textual + graphical) explanations, in the context of e-Learning. Namely, we study the utility and effectiveness of explanations automatically generated by ExpliClas for teachers or university managers, when considering the Open University Learning Analytics Dataset (OULAD) [15].

The rest of this manuscript is organized as follows. Section 2 introduces some material and methods. Section 3 presents a use case. Section 4 concludes the paper and points out future work.

2 Preliminaries

2.1 The ExpliClas Web Service

ExpliClas [14] is made up of a REST API$^3$ and a web client$^4$. It automatically generates multimodal (textual + graphical) explanations related to Weka classifiers. Actually, four Weka classifiers (J48, RepTree, RandomTree, and FURIA) are available. In addition, several pre-loaded datasets (e.g., iris, wine or glass classification datasets which are known worldwide) let users check the functionality offered by ExpliClas. Moreover, users can upload their own datasets.

2.2 The OULAD Dataset

The Open University (OU)$^5$ is a public distance learning and research university in the UK. It provides the research community with free open data$^6$ related to their on-line courses. More precisely, available data are structured in several csv files (courses.csv, assessments.csv, studentInfo.csv, and so on). They contain anonymized information which is taken from the OU database.

In this paper, we have selected a subset of all available information and built a dataset ready to be used by ExpliClas.

3 Case Study

Our dataset is made up of 18 inputs, including students’ general information (e.g., gender, region, education level etc.) as well as the number of times the students interacted with different materials (e.g., external quiz, glossary, homepage, subpages, etc.) along the course. Students are classified by their academic results into two classes: 39 passed, and 61 failed (it is an unbalanced dataset).

---

$^3$ ExpliClas API: https://demos.citius.usc.es/ExpliClasAPI/
$^4$ ExpliClas Web Client: https://demos.citius.usc.es/ExpliClas/
$^5$ Open University website: http://www.open.ac.uk/
$^6$ Open Data: https://analyse.kmi.open.ac.uk/open_dataset#data
We uploaded this dataset to ExpliClas and built a FURIA classifier which achieves 81% of classification rate (10-fold cross-validation) with 10 fuzzy rules (5 pointing out class=Pass and 5 pointing out class=Fail).

An example of global explanation is as follows: “There are 2 types of evaluation: Fail and Pass. This classifier is quite confusing because correctly classified instances represent a 81%. There is confusion related to all types of student”. The confusion matrix in Table 1 confirms this explanation. Indeed, Fail is confused with Pass in 10 out of 61 students who really fail (16.39%). The opposite (Pass is confused with Fail) in 23.09% of students.

An example of local explanation is “Evaluation is Pass because interaction with subpages is medium and highest education is HE qualification” which verbalizes the information included in the next fired fuzzy rule: “IF subpage in [0.093596, 0.114532, inf, inf] and highestEducation=HEqualification THEN class=Pass (CF=0.91)”. This suggests that students who interact properly with sub-pages along the course and have a high grade of education are more likely to succeed.

<table>
<thead>
<tr>
<th></th>
<th>Fail</th>
<th>Pass</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fail</td>
<td>51</td>
<td>10</td>
</tr>
<tr>
<td>Pass</td>
<td>9</td>
<td>30</td>
</tr>
</tbody>
</table>

Table 1. Confusion matrix of the model.

4 Conclusions and Future Work

We have illustrated the use of the ExpliClas XAI tool with a classification dataset that we built with information extracted from open data, provided online by the Open University. ExpliClas provides us with both global and local explanations related to the given dataset. It is worth noting preliminary results are encouraging. ExpliClas automatically generates multimodal explanations which consist of a mixture of graphs and text. These explanations look like natural, expressive and effective, because they are similar to those explanations expected to be provided by humans. However, no feedback is given to students yet.

As future work, we will set up an online survey to ask human users (including students, teachers and managers) about the goodness of these explanations. Later, we will integrate them in an online XAI decision-support tool.
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